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ABSTRACT

Software development is inherently incremental; however, it is challenging to correctly introduce changes on top of existing code. Recent studies show that 15%-24% of the bug fixes are incorrect, and the most important yet hard-to-acquire information for programming changes is whether this change breaks any code elsewhere. This paper presents a framework, called Hydrogen, for patch verification. Hydrogen aims to automatically determine whether a patch correctly fixes a bug, a new bug is introduced in the change, a bug can impact multiple software releases, and the patch is applicable for all the impacted releases. Hydrogen consists of a novel program representation, namely multiversion interprocedural control flow graph (MVICFG), that integrates and compares control flow of multiple versions of programs, and a demand-driven, path-sensitive symbolic analysis that traverses the MVICFG for detecting bugs related to software changes and versions. In this paper, we present the definition, construction and applications of MVICFGs. Our experimental results show that Hydrogen correctly builds desired MVICFGs and is scalable to real-life programs such as libpng, tightvnc and putty. We experimentally demonstrate that MVICFGs can enable efficient patch verification. Using the results generated by Hydrogen, we have found a few documentation errors related to patches for a set of open-source programs.

Categories and Subject Descriptors
D.2.4 [Software/Program Verification]: Reliability

General Terms
Algorithms, Experimentation, Reliability, Verification
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1. INTRODUCTION

As software becomes an essential part of our daily life, it is very important to be able to deliver new features, critical patches, refactorings or performance optimizations in a trustworthy way and in a timely fashion. Nowadays, many software companies adopt an agile process and deliver incremental changes via short release cycles, e.g., Google Chrome and Firefox release new versions every 6 weeks [28]. Fast releases increase the communications between software companies and users but not the users’ tolerance of bugs. A recent study shows that only 16% of smartphone users are willing to try a failing app more than twice [9]. System administrators are typically very careful about updating software because unstable new releases can lead to unrecoverable consequences. Importantly, if we do not assure release quality, an overwhelming number of failures can be returned after software deployment [36], diagnosing which can stall new releases [25].

Although important, it is challenging to ensure the correctness of software changes especially in a fast release setting. To introduce a change, developers need to understand existing code which may be written by other people, and the documentation can be missing or out of date. A recent study shows that the most important yet hard-to-acquire information for software changes is whether this change breaks any code elsewhere [51]. In fact, a 2011 Gmail bug that deleted emails for millions of users was caused by an incorrect code refactoring [1]. Studies on important open-source software found that 14.8%-24.4% of bug-fixes are erroneous [58]. Frequent releases typically imply multiple versions exist in the field, as users may have different habits to update software, or the old versions need to exist to be compatible with system dependencies; thus, we need to ensure that common changes, such as bug fixes, are not only effective for a program but also for all the versions maintained.

Traditional software assurance tools targeting single versions of programs are not scalable and flexible for verifying changes, as such analysis can take days to terminate for large software [11, 15]. Even worse, many warnings can be generated for the new version, but it is hard to determine which warnings are relevant to the changes. Program analysis targeting software changes include impact analysis, and its goal is to determine which statements in a program can be affected by a change. Yang et al. used impact analysis to isolate the code potentially affected by the changes and performed model checking only on the impacted code [55]. Although targeting changes, this approach is still exhaustive in that it explores all the paths impacted by the change for verification. Sometimes, the impact of a change can be large, leading to state explosion problems [3]. Person et al. generate and compare symbolic signatures from function calls to determine whether the semantics of programs have been changed between versions [40]. The comparison is done offline in that it first analyzes each program version respectively and then compares their analysis results. The problems of such an offline comparison are twofold. First, it redundantly detects information as the two versions share the majority of code. Second, the information used to compare program properties, such
as line numbers and variable names, can be changed between versions and hard to match.

The goal of our work is to design program analyses targeting program changes as well as multiple versions for patch verification (in this paper, we use the terms patch and software changes interchangeably). Specifically, we aim to automatically determine whether a patch fixes a bug and whether a software change breaks existing code and introduces new bugs. Importantly, we not only verify the bug fix for a program but also determine whether the fix is applicable for all the buggy releases. We design a framework, called Hydrogen, consisting of a program representation, namely multiversion interprocedural control flow graph (MVICFG), that specifies the commonalities and differences of control flow for multiple program versions, and a demand-driven, path-sensitive symbolic analysis on the MVICFG for detecting bugs in program changes and multiple versions.

Intuitively, an MVICFG is a union [27] of a set of Interprocedural Control Flow Graphs (ICFGs) for program versions. Depending on applications, the program versions in an MVICFG can be revisions from code repositories or software releases. In an MVICFG, a node is a program statement, and we specify one node for multiple versions if the statement is not changed across the versions. An edge specifies the control flow between the statements. Both the nodes and edges are annotated with which versions they belong to.

To build an MVICFG, we first construct an ICFG for a program version and then incrementally integrate control flow changes for successive versions. Using an MVICFG to verify a patch, we apply an interprocedural, demand-driven, path-sensitive, symbolic analysis on the MVICFG. The analysis takes versions marked on the edges into consideration and performs either incrementally on the program changes for detecting bugs in changes, or simultaneously on multiple program versions for determining bug impact and verifying patches for multiple software releases.

The novelty and importance of an MVICFG are as follows.

1. **Representing program semantic differences**: MVICFGs are control flow based representations, and we can easily obtain the changed program paths, and thus program behaviors, from the graphs for visualization and analysis.

2. **Enabling efficient, precise program verification**: Precisely identifying bugs requires a prediction of program runtime behaviors. We apply an interprocedural, path-sensitive, symbolic analysis on the MVICFG for precision. We achieve efficiency by 1) only directing analyses along the changed program paths, 2) caching and reusing intermediate results from analyzing older versions for a new version, and 3) applying a demand-driven algorithm to traverse the changed paths only relevant to the bugs. The three approaches improve the scalability of analyses without compromising the precision, and have a great potential to be useful in practice.

3. **Correlating multiple program versions**: Using MVICFGs, the analysis not only can traverse along program execution paths but also longitudinally across program versions for comparing and sharing analysis results. Therefore, we not only can compare programs at code level but also can determine the commonalities, differences or changes of program properties (e.g., bugs or invariants) across program versions.

4. **Facilitating online comparisons**: In an MVICFG, program versions are matched based on their statements. We thus can determine the commonalities of program properties by analyzing the shared code. Meanwhile, using the matched statements, we can easily report the differences between program versions. As we mentioned before, in an offline comparison, we may repeatedly analyze the same code existing in many versions and have difficulties to match the generated results from different versions.

We implemented Hydrogen using the Microsoft Phoenix infrastructure [41]. We experimentally demonstrate that our algorithm is scalable to build MVICFGs for real-life programs such as libpng, tightvnc and putty. We randomly selected functions from the benchmark programs and manually validated the correctness of the MVICFG. Our experiments show that the integration of demand-driven, path-sensitive, symbolic analysis and the MVICFG is feasible and efficient for detecting bugs in changes; and we are able to perform patch verification for multiple versions of software releases. Before, such information has to be identified manually. In fact, our experimental results show that such documentation can be buggy or incomplete. Note that in this paper, we mainly focus on applying static analyses on MVICFGs for bugs such as integer overflows, buffer overflows and null-pointer dereferences; however, the MVICFG is a representation that may be generally applicable for a variety of program analyses, e.g., concolic testing, for other types of bugs.

In summary, the contributions of the paper include:

- Definition of an MVICFG,
- The algorithm for constructing an MVICFG,
- Applications of an MVICFG for patch verification, and
- Implementation and experimental results to demonstrate the scalability and correctness of building MVICFGs and the effectiveness of applying MVICFGs to solve a set of important problems in patch verification.

The rest of the paper is organized as follows. In Section 2, we provide an overview of the MVICFG using an example. In Sections 3 and 4, we present the definition and the construction of an MVICFG respectively. In Section 5, we present the integration of a demand-driven, path-sensitive symbolic analysis on the MVICFG for a set of important applications. In Section 6, we describe our implementation and experimental results, followed by the related work in Section 7 and conclusions in Section 8.

2. **AN OVERVIEW**

In Figure 1, we use a simple example to intuitively explain the MVICFG and how to construct and use it for patch verification. As shown in Figure 1(a), versions 1–4 describe a bug fix scenario in the FreeBSD code repository [58]. In version 1, a buffer overflow exists at line 3. Version 2 introduces a fix by replacing the stack buffer with dynamically allocated heap memory; however, this patch does not correctly fix the bug. Version 3 enhances the code by checking an exceptional condition, but the code fails to drop the privilege along the exceptional path, leading to a privilege elevation vulnerability [13]. This bug is fixed in version 4 by adding a call `drop_privilege` at line 7. Version 4 also finally fixes the buffer overflow originated from version 1.

In Figure 1(b), we show the MVICFG constructed for the 4 versions of programs. In the graph, the statements common across versions, e.g., nodes 1, 3 and 4, are only specified once. Nodes 1, 5, 7 and 9 in solid indicate the beginning of the differences. As an example, node 1 leads the differences between version 1 and versions 2–4. Edges are labeled with versions (in Figure 1(b), we
Figure 1: Four Versions of Programs and their MVICFG

only mark the edges connected to the beginning of the differences for clarity). The edges, such as ⟨1, 5⟩, that connect changes to the new versions are specified in the dotted line in the graph. From the graph, we can obtain the changed program paths for a new version. For example, in Figure 1(b), starting at node 1 and following the versions marked on the edges, we derive that path ⟨1, 5 − 7, 3, 4⟩ is newly added in version 2.

To build an MVICFG shown in Figure 1(b), we first construct an ICFG for version 1 and then incrementally add the control flow differences for the next versions. Figure 1(c) displays the process to construct an MVICFG consisting of versions 1 and 2. In the first step, we identify which statements are different between the two versions, shown on the top. Based on the statement differences, we find the corresponding nodes 1, 3, 5 and 7 on the graphs representing the entries and exits of the differences. In the next step, we connect node 1 in version 1 to node 5 in version 2 and node 3 in version 1 to node 7 in version 2 and update the versions on the edges, shown at the bottom in Figure 1(b).

We develop a demand-driven, path-sensitive symbolic analysis on the MVICFG to verify bug fixes and detect bugs introduced by a change. In this example, to determine if the patch in version 2 correctly fixes the buffer overflow, we raise query [size(a) > len(b)] at node 3 in Figure 1(b). The query is propagated backwards along path ⟨3, 7, 6⟩ in version 2 and resolved as [len(b) > len(b)] at node 6, indicating an off-by-one buffer overflow exists along path ⟨1, 5 − 7, 3⟩. Thus, the bug is not fixed correctly. To detect bugs in the change added in version 3, we first apply a reachability analysis from nodes 8–10 introduced in version 3 and determine that path ⟨1, 5 − 10⟩ is new to this version. The demand-driven analysis starts at get privilege at node 1, inquiring a liveness property regarding whether a drop privilege will be called after get privilege. At node 10, we discover drop privilege is never called along the new path ⟨1, 5 − 10⟩, leading to a privilege elevation.

The MVICFG also can be used to determine whether a bug can impact multiple software releases and whether a patch developed based on a version can fix the bug for all the impacted releases. To explain the use of MVICFGs in this scenario, we assume versions 1–3 in Figure 1(a) are the three deployed software releases, and the buffer overflow in version 3 is reported by the user. To determine which other versions the bug may impact, our analysis needs to be applied to confirm whether the buffer overflow in versions 1–2. From the graph, we see that version 1 does not contain node 6, and thus the patch cannot be directly applied. Similarly, we found that the patch can be applied to version 2 without leading to a syntax error; however, further semantic analysis needs to be applied to confirm whether the buffer overflow in version 2 is removed with this patch. To do so, we propagate query [size(a) > len(b)] at node 3 along all the paths of versions 2–3. At node 7, we arrive at the patch location, we advance the query to node 11 instead of node 6 to integrate the patch. The query is resolved at node 2 along path ⟨1, 5, 7⟩, indicating an off-by-one buffer overflow exists along path ⟨1, 5 − 7, 3⟩. Thus, the bug is not fixed correctly. To detect bugs in the change added in version 3, we first apply a reachability analysis from nodes 8–10 introduced in version 3 and determine that path ⟨1, 5 − 10⟩ is new to this version. The demand-driven analysis starts at get privilege at node 1, inquiring a liveness property regarding whether a drop privilege will be called after get privilege.
3. DEFINING AN MVICFG

We aim to design the MVICFG that can satisfy the following requirements: 1) it integrates control flows of \( n \) versions of programs of interest, and the differences and commonalities of the control flow between any versions are available on the graph; 2) from the MVICFG, we are able to get a subgraph of the MVICFG that represents any desired \( m \) versions of programs; and 3) from the MVICFG, we are still able to obtain the control, data and value flow as well as variable dependencies that originally belong to each individual version of a program. With the above goals, we present our definition for MVICFGs.

Definition: An Multiversion Interprocedural Control Flow Graph (MVICFG) \( G = (N, E) \) is a union of \( G_1, \ldots, G_n \), such that \( G_i = (N_i, E_i) \) is an ICFG representing the \( i \)th version of program \( P_i \), \( n \in N_i \) is a statement in \( P_i \), \( (n, m) \in E_i \) is an edge in \( P_i \), \( n \in N_i \), \( n \in N \), \( m \in N \), \( E \), \( (n, m) \in E \). For \( n \) matched across versions, we label \( V_n(n) \) to denote the set of program versions to which \( n \) belongs. Similarly, we label edge \( (n, m) \) with \( V_E((n, m)) \) to denote the set of program versions to which the edge belongs.

Example: In Figure 2, we show that the MVICFG in Figure 1(b) is a union of the ICFGs of the 4 program versions given in Figure 1(a). In each ICFG, the nodes newly introduced in the current version are specified in solid, and the nodes matched to previous versions are shown in Grey. The match is determined by the programmers' beliefs on whether the statement is changed from the previous version to the current version. For example, in Figure 2, node 1 is matched across 4 versions, as from the scenario in Figure 1(a), we believe that the statement at line 1 has not been changed for the 4 versions. Using this way, we only specify once for the nodes and edges commonly shared across versions. Since we annotate nodes and edges with the version numbers, the control flow information is not lost in the MVICFG when we perform a union for a set of ICFGs [27].

4. CONSTRUCTING AN MVICFG

Here, we present our approach for constructing an MVICFG.

4.1 An Overall Approach

To construct an MVICFG, we identify what are the common nodes between versions, and then we incrementally add the control flow changes from new versions on top of the in-progress MVICFG. Shown in Figure 3, we take 5 steps to integrate a new version to an MVICFG. In the first step, we identify the differences between the \( n^{th} \) version, the version we aim to integrate, and the \( n-1^{th} \) version, the last version integrated on the in-progress MVICFG. To do so, we first determine whether in a new version, a function is added, removed or updated. For an updated function, we report which statements are added and/or removed. We choose to compare the functions of the two versions statement by statement rather than line by line directly from the source code, because in a CFG, each node is a statement, and the added and/or removed statements identified from this step will be used in the next step to construct control flow that can be integrated to the MVICFG.

In the second step, we identify the change of control flow between the two versions. Our approach is to first build CFGs for the newly added code as well as the code after deletion. Next, we find where on the MVICFG, the new statements should be added, and we connect the MVICFG nodes to the corresponding entries and exits of the new code. Similarly, we identify on the MVICFG which nodes are deleted. We then compare the CFG of the new version to adjust the corresponding MVICFG edges. Our final step is to update the version information for all the edges and nodes in the updated functions.

4.2 The Algorithm

We provide further details on how to construct an MVICFG in Algorithm 1. The input of the algorithm is \( n \) versions of source code, and the output is an MVICFG. At line 1, we first build an ICFG for the first version. Lines 2–11 handle a version a time and
ALGORITHM 1: Construct an MVICFG for n Program Versions

Input : n versions of source code v₁, v₂, …, vₙ
Output: the mvicfg that integrates v₁, v₂, …, vₙ

1 mvicfg = BuildICFG (v₁)
2 foreach new version v do
3   foreach diff d do
4     if add or update a function then cfg = BuildCFG (diff.func);
5     if add statements then AddToMVICFG (cfg, mvicfg, diff);
6     if delete statements then DeleteFromMVICFG (cfg, mvicfg, diff);
7   end
8   end
9 end

Procedure AddToMVICFG(CFG cfg, CFG mvicfg, Diff d)

Procedure DeleteFromMVICFG(CFG cfg, CFG mvicfg, Diff d)

IdentifyAddedNodes (cfg, d)

IdentifyDeletedNodes (mvicfg, d)

incrementally integrate the differences from the next versions.

Figure 3: Building MVICFGs

Control flow for the code involved in the change. In practice, we have not found a tool that can build a CFG for any selected section of statements. Thus, in our implementation, we build a CFG for the complete updated function and mark the added and removed nodes on the CFG.

AddToMVICFG at lines 12–20 takes cfg, the control flow graph built for the updated function, mvicfg, the in-progress mvicfg built for the previous versions, and d, the statement differences, including both added and removed statements in a new version of the function. The goal is to identify the control flow for newly added code from cfg based on d and append it to mvicfg. At line 13, we first identify on cfg the set of nodes that are newly added—these nodes should be linked in to mvicfg. To find their successors and predecessors on mvicfg, our approach is to first find their successors and predecessors on cfg (see lines 15–16). We then map these entries and exits of the differences to mvicfg (see line 17) and connect them to the new statements in cfg. At line 19, we update the version information for the nodes and edges related to the change.

UpdateVersion at line 19 records in which version a node in the MVICFG is introduced and removed; that is, which versions the nodes and edges belong to.

To handle deletion, we do not need to add or remove nodes from the in-progress MVICFG. Instead, we just need to update the edges and versions that can reflect the control flow change. Details are given in DeleteFromMVICFG at lines 21–32. At line 22, we first detect N, the set of deleted nodes on mvicfg. At lines 23–24, we find the predecessors and successors of the deleted nodes on mvicfg and determine if any edge needed to be adjusted regarding these nodes for representing the new version. To do so, we map these predecessors and successors on mvicfg to cfg at line 25 and find their corresponding edges on cfg, if any, at line 26. If we find such edges, at line 28, we add them on mvicfg. At line 31, we traverse the deleted nodes and edges to update the versions.

We believe that Algorithm 1 builds an MVICFG that can satisfy the requirements and definition shown in Section 3. First, in our approach, we classify software changes into adding, removing and updating a function, and for the updated function, we further classify whether the update is an addition and/or removal of the statements. If a function is added or removed in a new version and it is not dead code, the caller(s) of this function is surely updated by adding or removing a callsite of this function. Thus, after building CFGs for the newly added function (see line 5 Algorithm 1), the case of adding or removing a function can be reduced to how to integrate an updated function in the MVICFG. For the two types of changes, adding and removing statements, we handle addition at line 7 and deletion at line 9 in Algorithm 1.

Second, the MVICFG is defined by the nodes and edges as well as the versions marked on these nodes and edges. Although in the implementation, we built CFGs for the complete updated functions rather than only for the changed code, only the nodes and edges labeled with version information are linked into the MVICFG.

Third, we use statement differences to determine control flow differences between versions. Although statements might have an ambiguous definition and may mean differently in different languages, the key is that the statements we used to report the differences are the same as the statements constructed in our CFG nodes.

Finally, to determine the match between the nodes in program versions, we use a UNIX diff tool to detect the differences between statement sequences. The tool implements a longest common subsequence algorithm [26]. Our assumption is that the differences detected by such algorithm are consistent with the programmers’ intention on which statement is changed.
5. APPLICATIONS OF AN MVICFG

The MVICFG is a control-flow based program representation for specifying software changes and comparing program versions. The goal is to extend program analysis applicable on ICFGs to MVICFGs and determine program properties related to program changes and versions. Here, we present an integration of a demand-driven, path-sensitive, symbolic analysis with the MVICFG for a set of important tasks in patch verification.

5.1 Demand-Driven, Path-Sensitive Analysis

Demand-driven analysis formulates a demand into queries about program facts. We thus can determine program properties by performing a traversal of a program that is only relevant to resolving the query for efficiency. Demand-driven analysis is a natural fit for the patch verification problem because not only bugs but also program changes are likely to be sparsely distributed in the code. Not every execution path in a program or every statement along the path is relevant to the bugs or changes. Therefore, a search from the program points of interest of bugs and changes in a demand-driven fashion on the parts of the paths that are relevant may greatly improve the scalability of the analysis. With the efficiency achieved, we then potentially afford more precise, expensive analysis, such as interprocedural, context-sensitive, path-sensitive, symbolic analysis, to reduce false positives and false negatives of bug detection.

Demand-driven analysis formulates bug detection to queries at potentially faulty statements (PFS), where a faulty condition, e.g., a buffer overflow, can be perceived [35]. We have identified for a set of common bugs, the types of PFSs and the queries that can be raised at these statements [35]. For instance, to detect buffer overflow, we raise a query at the buffer access inquiring whether the buffer safety constraints can be violated. To detect the bug, we traverse all the paths to this buffer access to resolve the queries. Applying to detect bugs in changes, we only need to find PFSs along the changed program paths identified on the MVICFG.

Path-sensitive analysis tracks program facts along actual program paths. Path-sensitive analysis is potentially precise to predict runtime program behavior because 1) it does not merge queries from different paths, and 2) it excludes any statically detectable infeasible paths. Unlike on ICFGs where any path in the graph represents a program path, on an MVICFG, the edges along a path may belong to different versions of programs. Thus the challenge of applying path-sensitive analysis on the MVICFG is to ensure the propagation of program facts is always along the edges of the same program versions.

Demand-driven, path-sensitive, symbolic analyses have been successfully applied for detecting bugs for single versions of programs [33, 34, 35, 32]. We thus take the design decisions of handling loops, procedures and infeasible paths shown to be scalable and effective for analyzing single versions of programs to design analyses on MVICFGs. Specifically, to handle loops, we first traverse a loop once to determine if the loop has an impact on the query, and if so, what is the symbolic change for the query through one iteration. Meanwhile, we identify the symbolic loop iterations if possible. If both the loop impact and iterations are successfully identified, we then determine the symbolic update of a query in the loop. Driven by the demand, we only need to reason the loops that can have an impact on the query. For handling procedural calls, our approach is an interprocedural, context-sensitive analysis. In a backward demand-driven analysis, we propagate the query to its original caller at the entry of the procedural call. Our interprocedural analysis is also demand-driven in that we only propagate a query into a procedure from the callsite if it is determined to have an impact on the query. To reduce the false positives caused by infeasible paths, we first identify infeasible paths based on a branch correlation algorithm and mark them on the MVICFG [8]. We only propagate the query along feasible paths during bug detection.

5.2 Automatic Patch Verification

We apply demand-driven, path-sensitive analyses on MVICFGs for a set of patch verification tasks. First, we develop incremental analysis targeting differences between any specified versions for verifying bug fixes and detecting bugs in changes. Second, we develop multiversion analysis that can simultaneously analyze a set of program versions to determine which software releases a bug may impact and whether a bug fix introduced for a version can potentially correct other impacted versions.

5.2.1 MVICFGs for Incremental Analysis

Incremental analysis is designed for the following two tasks.

Detecting Bugs in Changes: We need to quickly verify program changes in two scenarios. In one scenario, developers finish some changes and want to know if their code introduces new bugs and breaks the existing program. In this case, the code server can maintain the most up-to-date MVICFG for previous revisions. When the code is checked in, we incrementally integrate the new code on the MVICFG and invoke the analysis to detect bugs along the changed program paths. In another case, developers are merging a set of changes to a branch or mainline in the code repository. The analysis aims to detect semantic merge conflicts that a compiler is not able to report, e.g., the merge can cause a memory leak. We will construct an MVICFG consisting of revisions before and after the changes. Developers have flexibility in choosing how much change to be verified by selecting appropriate revisions from the code repository. In this paper, we focus on design static analysis on MVICFGs for detecting bugs such as null-pointer dereferences, buffer overflows, integer overflows and memory leaks. These bugs can cause programs to crash and thus are very important to be found at the early stage of the software development.

Verifying Bug Fixes. A certain type of code changes focuses to correct a bug. Typically, it is urgent to release such bug fixes, and thus we need to quickly verify whether the patch actually fixes the bug. As opposed to detecting bugs in changes, in this case, we know where in the code the bug is located. The goal of our analysis is to show that integrating the patch, the bug no longer exists. Instead of analyzing the changed paths for bugs, we start at the PFS where the bug is given and verify if the safety constraints for the bug can be satisfied. Note that sometimes the patch ships the bug fixes with other functionality enhancement. Using this approach, we still can quickly verify if the patch correctly fixes the bug.

A key step for incremental analysis is to raise a query at a PFS and determine its resolutions along the changed paths for bugs; that is, on the MVICFG, the analysis needs to propagate a query along a particular version. In Figure 4(a), we select nodes 2, 3, 5–8 from Figure 1(b) as an example to explain how we perform incremental analysis to verify whether version 2 fixes the buffer overflow in version 1. Shown in Figure 4(a), we raise a query at node 3, and as a part of the query, we include which versions the query aims to propagate. At node 3, the query can be advanced to nodes 2, 7 and 8. To determine which edge is legitimate, we compare the versions marked on the edges (3, 2), (3, 7) and (3, 8) with the version stored in the query. Specifically, we perform an intersection for the set of versions from the edges and the one tracked in the query; if the intersection is not an empty set, we propagate the query onto the edge. Using this approach, the path (3, 7, 6) is selected for verifying the bug fix for version 2.
On an MVICFG, we can use three approaches to determine the bug for the change: 1) change-based, exhaustive analysis, similar to the one implemented in the Yang et al.’s incremental model checking [55], 2) change-based, demand-driven analysis, the basic demand-driven algorithm we explained above, and 3) cache-based, demand-driven analysis, a further optimized approach we develop for the Hydrogen framework. In Figure 5, we provide more details for the three approaches using an example in Figure 1. Suppose our goal is to verify if the patch in version 4 can correct the buffer overflow in version 3. In a change-based, exhaustive analysis shown in Figure 5(a), we would first identify paths \((1, 5, 11, 7, 8, 3, 4)\) and \((1, 5, 11, 7, 9, 12, 10)\) as being impacted by the change introduced at node 11. We then start the analysis at node 1 and exhaustively collect information at each node along the two paths until node 3 is reached. In the worst case, we may have visited nodes 1, 5, 11, 7, 8, 3, 9, 12 and 10 shown in Figure 5(a), and even in the best case, we need to visit nodes 1, 5, 11, 7, 8 and 3.

The change-based, demand-driven analysis shown in Figure 5(b) would identify that path \((1, 5, 11, 7, 8, 3, 4)\) is impacted by the change and contains the PFS for a potential buffer overflow. The analysis starts at node 3 and collects information in a demand-driven fashion along \((3, 8, 7, 11)\). At node 11, the query resolution is determined, and thus the analysis is terminated. Note that to detect bugs in changes, we would raise queries for all the PFSs along the impacted paths. Since the query may be resolved by only propagating along the old code of the path, the change-based analysis is not most economical for only focusing on changes.

The most efficient analysis is the cache-based, demand-driven analysis shown in Figure 5(c). Here, we cache and reuse all the intermediate results obtained from analyzing previous versions on an MVICFG. When analyzing a new version, we raise queries at PFSs located in the new code. Meanwhile, we advance the cached queries previously computed at the interface of the old and new code for new resolutions. For example, in Figure 5(c), query \([\text{value}(\text{len}) > \text{len(b)}]\) has been propagated to node 7 when analyzing version 3. To verify the bug fix in version 4, we can directly advance this intermediate result to node 11 to determine the correctness of the buffer access at node 3 rather than restarting the analysis from node 3. As a result, we only visit node 11 for verifying the bug fix in version 4.

5.2.2 MVICFGs for Multi-version Analysis

Here, we explain multiversion analysis for patch verification tasks related to multiple software releases.

Determining Bug Impact for Multiple Releases. We will report bug impact as to which releases a bug can affect. Knowing which versions are impacted, we can determine how to develop the fixes and also notify the affected users to patch the bugs on time. Our approach is to first construct an MVICFG consisting of a set of software releases. On the MVICFG, we find the PFS where the bug is located, from which, we simultaneously analyze the paths of all versions reachable to this PFS to determine the bug impact. In Figure 4(b), suppose the bug is reported in version 3 at node 3. Our interest is to determine which other versions this bug may impact. We start the analysis at node 3 and propagate the query along paths of all versions. During the query propagation, we compare the versions stored in the query with the versions marked on the edges and only advance the query if the intersection of the two sets is not empty, shown in Figure 4(b). By doing so, we make sure the query is propagated along legitimate paths of the same versions.

Verifying Patches for Multiple Releases. Different projects may have different conventions to patch their programs dependent on their branch structures. A typical practice [2] is as follows. A reported failure is first dispatched to the owner of the code. The developer diagnoses the failure and develops the patch based on the program version where a failure occurred. The patches are then merged to the mainline or the relevant branches where a bug is affected. Determining whether a patch can fix a bug for all the affected versions is challenging because a semantic bug, such as buffer overflow, is not a local property. Even though a local function is never changed across versions and the patch is merged to all the versions without a syntax error, it does not mean the bug fix is generally applicable for all the impacted versions. We need an interprocedural, semantic analysis for further confirmation.

To verify a patch for multiple releases, we first integrate the patch to the MVICFG that consists of a set of releases. We then determine for each release whether the bug is successfully fixed after integrating the patch. In Figure 4(c), versions 1–3 contain a buffer overflow at node 3. Suppose a patch is developed based on version 3, which removes node 6 and adds node 11. First, from the graph, we find that the patch is not reachable from any paths of version 1, and thus it is not directly applicable to version 1. In the next step, we determine whether the bug in versions 2 and 3 can be fixed by this patch. We raise the query at node 3 and propagate it along paths of versions 2–3. At node 7 where the patch is encountered, we continue advancing the query to the patched code, node 11, rather than node 6, the old code that belongs to versions 2–3. Notations \(\{4 \rightarrow 2\}\) and \(\{4 \rightarrow 3\}\) in the figure mean at node 11 we use the patched code in version 4 to replace node 6 for determining the bug. At node 11, we resolve the query and determine the buffer overflow is fixed.
6. EXPERIMENTAL RESULTS

The general goals of our experiments are to demonstrate that an MVICFG can be correctly built and the algorithm is scalable for real-life programs and also to show the MVICFG is practically useful for a set of important tasks of patch verification.

6.1 Implementation and Experiment Setup

Hydrogen consists of two components: the construction and the analysis of an MVICFG. We implemented both of the components using the Microsoft Phoenix infrastructure [41], and we used the Microsoft Disolver [22] as a constraint solver for bug detection. Thus, Hydrogen can handle C/C++/C# programs. To generate the differences between versions, we first preprocessed the source code. We then used srcML [50] to parse the programs for functions and applied the UNIX diff [52] on the functions to determine the added and removed statements in a new version.

We collect a set of 7 benchmarks, each of which contains multiple versions of programs. tcas, schedule, gzip and printtokens are obtained from the sir [49] benchmark, and programs for libpng, tightvnc and putty are revisions and releases selected from the real-world code repositories.

We designed three experiments. In the first experiment, we measured the time and memory used to build an MVICFG to determine the scalability of the MVICFG construction. In the second experiment, we found a set of known bugs and their patches from the Common Vulnerability Exposure (CVE) [14], Bugzilla [10] as well as the projects’ revision histories. We ran Hydrogen to determine whether these patches correctly fixed the bugs. Furthermore, we randomly selected a set of releases and determine whether the bugs can impact these versions, and if so, whether the patch can also be applied to correct these impacted versions. In both of the cases, we compare our results with the documentation. In the third experiment, we demonstrate our capabilities in detecting bugs in the changes, and we compare change-based and cache-based demand-driven analyses to demonstrate the efficiency of our approach. In the following, we provide detailed results for the three experiments.

6.2 Experimental Results

6.2.1 Building MVICFGs

Table 1 presents the data collected from constructing MVICFGs. Under V and LOC, we show the number of program versions used and the size of the first version in the benchmarks. Under Churn, we report the average number of added and removed statements between any two consecutive versions. Comparing columns ICFGs, the total number of nodes on the ICFGs for all the versions, and MVICFG, the number of nodes in the MVICFG, we show an MVICFG is able to identify the commonalities across the versions and thus largely reduce the redundancies in representing control flow for a set of programs. We report the time and memory overhead under T in terms of seconds and M in terms of megabytes. The results are collected from dual Intel Xeon E5520 CPU processors running at 2.27 GHz with 12.0 GB of RAM. We show that building MVICFGs is scalable for real-life programs. For example, it only takes 1.5 minutes to build the MVICFG for 9 versions of libpng. It takes about half an hour to handle putty. We found much time has been spent on reading pre-build CFGs of different versions from files, as Phoenix cannot build CFGs for multiple versions in a single run. To determine the correctness of the MVICFG, we have performed manual validation on the selected parts of MVICFGs.

6.2.2 Determining Bug Impact and Verifying Fixes

In Table 2, we demonstrate the usefulness of the MVICFG in determining bug impact and the correctness of the bug fixes. We
Table 2: Determining Bug Impact and Verifying Fixes

<table>
<thead>
<tr>
<th>Documented Buggy Version</th>
<th>Incremental Analysis</th>
<th>Multiversion Analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Detected Bugs</td>
<td>Releases</td>
</tr>
<tr>
<td></td>
<td>T(s)</td>
<td>Fixed</td>
</tr>
<tr>
<td>gzip-1.2.4</td>
<td>Buffer Overflow</td>
<td>0.12</td>
</tr>
<tr>
<td>libpng-1.5.14</td>
<td>Integer Overflow</td>
<td>0.28</td>
</tr>
<tr>
<td>libpng-1.5.14</td>
<td>Integer Overflow</td>
<td>0.24</td>
</tr>
<tr>
<td>tightvnc-1.3.9</td>
<td>Integer Signedness</td>
<td>2.6</td>
</tr>
<tr>
<td>putty-0.55</td>
<td>Null-Pointer Deref</td>
<td>20.0</td>
</tr>
</tbody>
</table>

|                          |                       |                       |
|                          | 4 | 1 | 4 | 0.13 | 4 | 0.69 |
|                          | 6 | 2 | 6 | 0.48 | 0 | 1.45 |
|                          | 6 | 2 | 6 | 1.45 | 5 | 1.22 |
|                          | 4 | 1 | 4 | 4.8  | 4 | 0   |
|                          | 3 | 1 | 1 | 26.1 | 1 | 0.09 |

construct an MVICFG consisting of the buggy version, shown under Documented Buggy Version, its corresponding patched version and a set of releases. The documentation provides the location of the bug in the source code and also the types of the bug. Under Detected Bugs, we list a set of documented bugs confirmed by Hydrogen. Under Fixed, we show whether the patches correctly fixed the bugs. Under T(s), we report the time in seconds used to detect the bugs and verify the fixes. Our results show that using incremental analysis, Hydrogen can quickly verify the fixes for a set of real-life bugs, including buffer overflows, integer overflows, integer signedness conversion problems and null-pointer dereferences. The integer overflows in libpng shown in the 2nd and 3rd rows in the table are the same bug located in different revisions, reported from libpng-1.5.14. We correctly identified that this integer overflow is not correctly fixed by the first patch (see row 2) and then correctly fixed by the second patch (see row 3).

We report our analysis results for multiple versions of programs under Multiversion Analysis. Under Total V, we list the number of releases integrated on the MVICFG. Under Doc and Impacted, we compare the documented results with the results Hydrogen reports regarding how many of such releases are impacted by the bug. Our data show that Hydrogen detected more releases impacted by the bug than the documentation says. After manually inspecting the results, we find that Hydrogen correctly reported all the impacted versions, and the documentation is incomplete. The manual inspection finds that the second patch for the integer overflow of libpng successfully fixed all the 6 versions, and we reported 5, shown in the 3rd row. The imprecision is caused by the fact that Phoenix does not provide the information for a structure member needed for correctness. We run this experiments on a Windows machine with 4 duo Intel Core i7-2600 CPU and 16.0 GB memory. Columns T(s) show that our analysis is very efficient and reports the results in seconds for large programs and for multiple versions.

An interesting case we found in our experiments is that libpng 1.6.0 was released after the patch for libpng 1.5.14 was developed. We would have assumed that the libpng 1.6.0 was already patched; however, Hydrogen reports that the bug still exists in libpng 1.6.0. We found in the code comments, developers have written TODO: fix the potential overflow. This indicates that manual patch management can be error-prone, and we need tools such as Hydrogen to provide automatic support for tasks of determining the bug impact and propagating the patches across branches. 

6.2.3 Detecting Bugs in Changes

In this experiment, we randomly selected two versions of the benchmark programs, shown under Benchmark Versions, and performed change-based and cache-based analyses on detecting bugs for the changes between the two versions. We focused on the three types of bugs, buffer overflows, integer overflows and null-pointer dereferences. In Table 3, under Total PFS, we list the number of PFSs reported for the three types for analyzing the entire version of the program. Compared to the PFSs detected in the cache-based analysis and change-based analysis shown under PFS, the data suggest that we can significantly benefit from program analysis target-
ing changes for verifying a new version. In addition to PFS, we identified the other three metrics for comparing efficiency. Under V-B and V-P, we report the number of blocks and procedures visited during the analysis, and under T(s), we give the time used to run the analysis. Under W, we list the number of warnings reported.

Our experimental results show that we can detect bugs in changes in seconds for most of the benchmarks using both of the analyses. The efficiency of the analysis provides promising evidences that we can potentially deploy such analysis at the code check-in time to verify changes and provide developers immediate feedback. The results further show that cache-based analysis is more efficient than change-based analysis. For putty, the change-based analysis runs out of memory, and we thus are not able to obtain the bug detection results. However, in the cache-based analysis, we still verified all the PFSs in changes for bugs, although our analysis for computing the cached queries is terminated before traversing all the paths, and we may miss bugs related to changes.

The experimental results also demonstrate that the cache-based analysis reports fewer warnings and provides more focuses on confirming and diagnosing the bugs. We manually confirmed the warnings generated from the cache-based analysis. We found that the 4 warnings we identified for libpng are all real integer overflows. In fact, 2 are related to a vulnerability reported (we did not know the bug before detecting it) and one are related to the memory allocation size that potentially can cause a buffer overflow. The 2 buffer overflow reported for putty are false positives due to the lack of precise pointer analysis.

6.3 Summary and Discussions

In this section, we provided experimental evidences to show that the construction of an MVICFG is scalable (Table 1), correct and useful (Tables 2 and 3). We have used a set of real-life programs, bugs and patches to demonstrate that we are able to automatically perform patch verification and identify the information that is missing in the documentation. We are also able to efficiently find bugs in the changes compared to other approaches.

Intuitively, an MVICFG is a compact representation that specifies the control flow differences and commonalities for a set of programs. When the programs integrated on the MVICFG share the majority of code, the analysis can benefit most by reusing the intermediate analysis results across versions. The MVICFG represents fine-grain, semantic comparisons such as control flow differences within a function; thus it effectively characterizes the behavioral differences for program versions that contain many small changes in-between. Meanwhile, the coarse grain changes such as adding or removing functions are also available on the MVICFG, and we can perform analysis to determine properties for such changes as well, e.g., which calls can be impacted by the newly added function.

Through the experimentation, we have also found a set of potential improvements we can make for the MVICFG. First, in our
current approach of building an MVICFG, we integrate one version a time and compare the statements between versions to determine the changes. Although the MVICFG built can satisfy the requirements (see Section 3) and correctly perform the patch verification shown above, the change specified on the MVICFG may not always reflect programmers’ intention on what is the change. Consider in version 2, we delete a statement, and then we add the statement back in version 3. On the current MVICFG, we would integrate a deletion between versions 2 and 1 and then an addition between versions 3 and 2. The match between any non-consecutive versions is not directly shown on the graph unless we compare the program with all the other versions rather than just with its previous version. In addition, analyzing the MVICFG, we can further improve the precision by performing an alias analysis on the MVICFG.

7. RELATED WORK

In the keynote at the PASTE workshop in 2002, Notkin proposed the concept of longitudinal program analysis and the need for reuse and learning information retained from earlier analysis to a new version of software [37]. The MVICFG is a program representation to enable such analyses. The MVICFG is related to techniques on representing program differencing, analyzing program changes and software history and also detecting bugs in the programs. In the following, we present the comparisons of these areas and our work.

Program Differencing. Previous techniques on comparing programs mainly focus on two versions [4, 21, 29, 30, 43, 56, 19]. The MVICFGs enable the comparisons for multiple versions and characterize behavioral differences. We highlight three representative solutions closely related to the MVICFG. Horwitz et al. performed code differencing on dependency graphs to determine noninterference changes [23, 24]. Dependency graphs are adequate to determine whether a change impact exists but not able to provide further reasoning on the changes of program properties as we have done. Raghavan et al. applied graph differencing algorithms on abstract semantic graphs (ASG) [44]. The ASG is an abstract syntax tree annotated with semantic information. The differences available via ASGs do not include the comparisons on important semantics such as program paths. Apirattanapong et al. performed the comparisons on control flow graphs using Hammock based approaches [5]. The differences are marked on the individual control flow graphs rather than displaying in a union representation like MVICFGs that can enable program analyses.

Program Analysis and Testing on Changes. A foundation of change-based program analysis is impact analysis, a type of dependency analysis that determines the propagation of change effects for solving problems such as regression testing [7, 17, 31, 38, 42, 45, 55]. Here, we compare the two most relevant change-based program analyses. Person et al. conducted program differencing on symbolic execution trees and applied it for selecting regression test cases [39, 40]. The comparison exhaustively collects symbolic signatures and has not shown scalability on interprocedural analysis. Yang et al. used impact analysis to isolate the code potentially affected by the changes and performed model checking only on the impacted code [55]. On the MVICFGs, the changed paths can be identified via a reachability analysis, and we can easily cache and reuse the analysis results from previous versions. Based on a demand-driven algorithm, our incremental analysis is believed to be more scalable and flexible than the two above approaches.

Multiple Versions and Software History. Research interests on program languages and analysis for multiple versions and software history are mostly recent [18, 47, 48, 57]. Erwig et al. developed choice calculus, a language for manually specifying software variants with the goal of better developing changes. Our approach does not involve manual effort for specifying the differences. Servant et al. proposed history slicing, showing how the same code locations evolve in terms of definition and use of the variables. We are able to identify such information with Hydrogen and expect to be more precise with the path-sensitive, demand-driven symbolic analysis on MVICFGs.

Static Bug Detection. Due to its importance, there has been much work on bug detection and diagnosis [12, 20, 33, 34, 35, 46]. Among the techniques, demand-driven has shown scalability [33, 34, 35], and path-sensitive analysis has the advantages of being precise and able to provide rich information [6, 16, 33, 35, 54, 53].

8. CONCLUSIONS

This paper presents a program representation, the MVICFG, that specifies software changes and compares program versions using program control flow, and a demand-driven, path-sensitive, symbolic analysis on the MVICFG that determines the commonalities and differences of program properties for a set of program versions. The key impact of an MVICFG is twofold. First, it enables reuse of the program analysis results from previous versions for scalable, yet still precise, program verification to solve software assurance problems related to incremental software development process. Second, it makes possible not only analyze programs along their execution paths but also longitudinally across program versions for efficient online comparisons of advanced program properties. We demonstrate the usefulness and practicality of the framework for a set of important problems related to patch verification. In the future, we will further explore other types of program analyses on MVICFGs to determine program properties related to software changes and program versions.
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