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ABSTRACT
Analyzing performance and understanding the potential best-case, worst-case and distribution of program execution times are important software engineering tasks. There have been model-based and program analysis-based approaches for performance analysis. Model-based approaches rely on analytical or design models derived from mathematical theories or software architecture abstraction, which are typically coarse-grained and can be imprecise. Program analysis-based approaches collect program profiles to identify performance bottlenecks, which often fail to capture the overall performance of a program. In this paper, we propose a performance analysis framework PerfPlotter. It takes the program source code and usage profile as inputs and generates a performance distribution for the program that captures the input probability distribution over the execution times. It heuristically explores high-probability and low-probability paths by applying probabilistic symbolic execution. Once a path is explored, it generates and executes a set of test inputs to model the performance of the path. Finally, it generates the performance distribution for the program. We implemented PerfPlotter based on the Symbolic PathFinder infrastructure and experimentally demonstrated that PerfPlotter can accurately capture the best-case, worst-case and distribution of program execution times. We also illustrated that performance distributions can be applied to various important tasks such as performance understanding, bug validation and algorithm selection. PerfPlotter and all of our experimental data are available at http://pat.sce.ntu.edu.sg/bhchen/perfplotter.

1. INTRODUCTION
Understanding software performance is important. Developers want to know whether further optimizations or performance related software assurance tasks need to be done; users are interested to know whether software may run too slowly to use. Up till today, much of the software engineering research has been focusing on the functionality correctness, but not much work has been done for performance analysis.

There are two types of existing techniques for performance analysis: model-based and program analysis-based approaches. Model-based approaches [6, 31] often rely on analytical models (e.g., Petri nets [30]) derived from mathematical theories or design models (e.g., feature models [53]) derived from software architecture abstraction. The problems are that constructing such models requires extensive domain knowledge; the models are coarse-grained in that they miss implementation details that are important for deriving best-case and worst-case execution times; and it is hard to keep the models and source code synchronized. As a result, the performance prediction can be imprecise.

On the other hand, program analysis-based approaches derive performance models from source code and program executions. In particular, there have been dynamic analyses that perform statistical inference and derive a performance model based on the measured execution time for each basic block under a set of test inputs [24, 56, 17]. The problem is that the accuracy of the performance model often relies on the given set of test inputs. Differently, symbolic execution and guided testing are used to automatically generate the test inputs that can lead to the worst-case execution times [12, 59, 25, 51]. Their focus is to identify performance bottlenecks but not to characterize the overall performance of a program for all inputs.

To identify and represent insightful and comprehensive characteristics of the performance of a program, in this paper, we propose the concept of performance distribution as well as a performance analysis framework PerfPlotter to generate the performance distribution for a program under a usage profile. The performance distribution plots the input probability over program execution times. It shows the likely range of execution times, including the best-case and worst-case execution times; and it also visualizes how likely certain execution time will be exhibited. Such information can be used to understand the corner cases of a program, identify performance problems and prioritize the severity of performance problems if any. Comparing performance distributions for the two versions of a program before and after changes, we can track unexpected performance regressions or speedups; and comparing performance distributions for functionally equivalent programs, we can learn the performance advantage of a program over others. In our empirical studies, we have shown case studies of using performance distributions to help understand performance, validate fixes for performance bugs, and select algorithms. Moreover, together with performance distributions, PerfPlotter also provides concrete test inputs that can be used to replay the performance of interest, e.g., the best-case and worst-case execution times as well as the execution time that most frequently occurs. These test inputs can also be useful for debugging and testing.

PerfPlotter leverages probabilistic symbolic execution [34, 22] to perform a selective exploration of program paths. We classify two types of paths: high-probability and low-probability paths. Here, the probability refers to how likely a path will be executed under a usage profile. In particular, our path exploration process is divided into two phases. In the first phase, we explore high-probability paths while ensuring path diversity, aiming to uncover performance characteristics for frequently execution scenarios in a diverse way. In the second phase, we explore low-probability paths to expose the performance of interest hidden in the less frequently executed paths. In fact, we did find in our experiments that such paths are very important for exposing best-case and worst-case ex-
executions times of a program. In the presence of a loop, only a subset of representative loop paths are explored to capture the overall performance of the loop while ensuring scalability. For each explored path, we generate multiple test inputs and model the performance of the path by calculating average execution times of these test inputs.

We implemented PerfPlotter, using Symbolic PathFinder (SPF) [46] and its probabilistic symbolic execution engine [22]. In our experiments, we compared the performance distributions generated via PerfPlotter with ones generated by three other approaches: exhaustive symbolic execution, random symbolic execution and random testing. Our results demonstrated that, by heuristically exploring a small set of paths, PerfPlotter can generate a performance distribution that captures the general trend of the actual one and expose the best-case and worst-case execution times with high coverage and low overhead. Further, we also showed some scenarios of applying performance distributions to assisting performance understanding, bug validation and algorithm selection.

The main contributions of this paper are threefold: (1) introducing the concept of performance distribution, (2) automatically generating the performance distributions, and (3) an implementation and evaluation of our framework.

2. PRELIMINARIES

In this section, we provide the background on symbolic execution and probabilistic analysis in symbolic execution.

2.1 Symbolic Execution

Symbolic execution is a program analysis technique that systematically explores program execution paths [16, 29]. It uses symbolic values in place of concrete data as inputs and produces symbolic expressions over symbolic inputs as outputs. The state of a symbolically executed program is defined by an instruction pointer, symbolic expressions of program variables, and a path condition. The path condition is a conjunction of constraints over symbolic inputs, which characterizes the inputs that would execute the path from the initial state to the current state. During symbolic execution, path conditions are checked for satisfiability; when a path condition is not satisfiable, the path is infeasible, and the symbolic execution stops exploring this path and backtracks.

The paths generated during symbolic execution are characterized by a symbolic execution tree. The tree nodes represent states, and the arcs represent transitions between states. Here we focus on sequential programs, and hence distinguish two kinds of nodes: branch nodes (e.g., loops and conditional statements) and non-branch nodes (e.g., method invocations and assignments). The former has one or two outgoing transitions, representing the true and/or false branches, and the latter has at most one outgoing transition. Branch nodes are the key to select paths of interest during path exploration.

Several tools have been proposed for symbolic execution of programs written in different programming languages, e.g., KLEE [14] for LLVM and SPF [46] for Java. Here we focus on Java programs and use SPF for implementation, but our technique is general and independent of these tools.

2.2 Probabilistic Analysis

Symbolic execution uses satisfiability checking to decide if a path is feasible or not. A feasible path only implies that there is an element (i.e., a solution generated by a constraint solver) in the input domain that satisfies the path condition, but gives no information on the exact number of such elements. Probabilistic symbolic execution is proposed to allow such a quantification for calculating the probability of satisfying a path condition under uniformly distributed inputs [34, 22].

Since not all input values are equally likely, a usage profile is used to probabilistically characterize the program’s interactions with the environment [29]. In particular, each input variable is discretized by partitioning the input values into a set of intervals and assigning each of them a probability [20].

By this means, arbitrarily complex probability distributions of the input variables can be handled.

Given a specific usage profile, a symbolic execution tree is constructed as follows. Whenever a condition is encountered, a branch node is introduced, and we compute a pair \((pc, prob)\), where \(pc\) is the path condition, which is the conjunction of the conditions of the taken branches along the path from the initial node to the current one; and \(prob\) is the path probability (the probability a path is taken under the usage profile), which is the product of the probabilities of the taken branches along the path from the initial node to the current one. Along with the branch node, two transitions are introduced: we compute \((c, prob_c)\) for the true branch and \((\neg c, prob_{\neg c})\) for the false branch. \(prob_c\) and \(prob_{\neg c}\) are the branch probabilities (the probability of the true or false branch taken) under the usage profile. They can be computed using \(P(c \mid pc)\) and \(P(\neg c \mid pc)\) as proposed in [20] according to the law of total probability and conditional probability [43].

Several tools have been proposed to quantify the solution space of constraints over specific domains, which can be used to calculate branch probabilities, e.g., LattE for linear integer constraints [18], qCORAL for arbitrary float constraints [9, 10], SMC for string constraints [37], and Korat for heap data structures [11]. In this paper, we focus on the domains of finite integer and float numbers, and we use LattE and qCORAL in our implementation; however, our framework is potentially extensible to other domains and tools.

3. PERFORMANCE ANALYSIS

In this section, we provide an overview of PerfPlotter; then we elaborate on the techniques for selective path exploration and path-based performance modeling; and finally we present the algorithms for generating performance distributions.

3.1 Overview

A program consists of a set of paths. The performance of a program can be exactly captured by characterizing the performance of all program paths. Specifically, we define the performance of a path as a 5-tuple \(pf = (pc, time, prob)\), where \(pc\) is the path condition that constraints the test inputs that lead to this path, \(time\) is the average execution time that the program takes for all the inputs that exercise this path, and \(prob\) is the probability of executing this path under a usage profile. Then we define the performance distribution of a program as a function relating input probability with execution time, where the input probability is the cumulative probability of a set of paths whose execution times fall into an interval. The histogram at the rightmost of Figure 1 shows a performance distribution PerfPlotter generates. The \(X\) and \(Y\) axes denote the execution time and input probability.

The number of actual feasible execution paths can be very large, and it is impossible to run tests for all the paths. Thus, we select representative paths by classifying high-probability and low-probability paths during the path exploration. The
goal is to generate the performance distribution that can expose the performance of interest and capture the general trend of the actual performance over all feasible paths.

Using this approach, the goal of our performance analysis is thus reduced to a set of program analysis problems: 1) computing the probability of each path under a usage profile based on the path condition, 2) selecting representative paths that are the key to expose the performance of interest based on path probabilities, 3) generating test inputs using constraint solvers for the paths and running the program with these inputs to obtain the execution times, 4) amortizing the execution times of the tests to model the performance of the paths, and 5) integrating the probabilities of the paths to generate a performance distribution.

Figure 1 presents an overview of PerfPlotter. It takes as inputs the Java bytecode and the usage profile of a program. It generates a performance distribution of the program, which highlights the performance of interest. The internal design of PerfPlotter aims to address two key challenges: how to select representative paths that can expose the performance of interest, and how to generate the performance distribution based on the probability and execution time of the paths.

To address the first challenge, we employ symbolic execution to selectively explore two types of paths in two phases. In the first phase, we explore high-probability paths where the majority of inputs will execute. Understanding performance characteristics for these paths can help developers learn the performance characteristics of a program for the common inputs. Among these high-probability paths, we also seek their path diversity, aiming to explore high-probability paths with a diverse set of behaviors. In the second phase, we explore low-probability paths. Our assumption is that these paths often lead to special execution conditions and thus can be useful to expose the performance of interest, such as the best-case and worst-case execution times. Considering there potentially exist an exponential number of paths, we define a stopping criterion for each phase to terminate the path exploration (see Sections 3.2.1 and 3.2.2). For handling loops, we apply loop unrolling and a set of heuristics to select representative paths in loops (see Section 3.2.3).

To address the second challenge, we apply path-based performance modeling. We run the generated test inputs for the selected paths and use the probabilities of the paths to construct the performance distribution (see Section 3.3).

### 3.2 Selective Path Exploration

We apply probabilistic analysis and compute the probabilities of outgoing transitions of each branch. This is the key information used for path selection. To determine which paths to select, the symbolic execution makes two decisions. First, during the exploration of a path, we need to decide which outgoing transition of each branch node along the path should be taken. Second, after completing the exploration of a path, we need to decide which unexplored outgoing transition of the branch nodes in the symbolic execution tree should be taken to start the exploration of a new path. In the following sections, we explain how the two decisions are made in the two phases of our path exploration. We will first show how our approach handles the paths without loops, and then we will discuss how to handle paths with loops.

#### 3.2.1 Exploring High-Probability Paths

The goal of the first phase is to explore high-probability paths and ensure the path diversity so that the performance characteristics for the frequently executed scenarios can be exposed in a diverse way. For the first decision of selecting the outgoing transition at each branch node when exploring a path, we always select the outgoing transition that has the higher branch probability. Meanwhile, the other outgoing transition that has the lower branch probability is stored in a list $UT$ for further considerations when we make the second decision. This list maintains all the unexplored outgoing transitions.

For the second decision, we use heuristics to combine the goals of exploring high-probability paths and ensuring the path diversity. Specifically, we construct an objective function $F_1$ shown in Equation 1. $F_1$ computes the tradeoff of path probability and path diversity using the weight $\alpha \in [0, 1]$. Users can configure $\alpha$ dependent on how important the two factors are for a specific application. The transition with the highest value of $F_1$ will be chosen from $UT$ to explore a new path.

In Equation 1, the first term measures the probability of the path for a transition $T$ in $UT$, where $pr$ is the branch probability for $T$, and $prob$ is the probability of the path that leads to the branch node of $T$. The higher value the first term results, the higher path probability $T$ leads to. The second term quantifies the degree of path diversity $T$ implies. Specifically, $br$ represents the number of branches along the path from the initial node to transition $T$ shared by the previously explored paths. A smaller value of $br$ indicates a shorter common prefix with explored paths, suggesting a higher path diversity.

To allow a unified measurement of the metrics independent of their units and ranges, we scale path diversity into a value between 0 and 1 by comparing it with the minimum ($br_{\min}$) and maximum ($br_{\max}$) number of branches computed for all the transitions in $UT$.

$$F_1 = \alpha \cdot pr \cdot prob + (1 - \alpha) \cdot \frac{br_{\max} - br}{br_{\max} - br_{\min}} \quad (1)$$

The path exploration in this phase terminates when the cumulative probability of all the explored paths reaches a coverage probability $cp$. Users can configure $cp$ for specific applications. The intuition for this stopping criterion is the 80-20 rule: programs typically spend 80% of the execution time within 20% of the code. Once $cp$ is reached, we say the most frequently executed scenarios are covered by the selected paths.

#### 3.2.2 Exploring Low-Probability Paths

The goal of the second phase is to explore low-probability paths so that the performance of interest potentially hidden in the less frequently executed scenarios can be exposed. Following this goal, the first decision is made as follows: during the exploration of a path, at each branch node, we always select the path outgoing transition that has the lower branch probability is stored in a list $UT$ for further considerations when we make the second decision. This list maintains all the unexplored outgoing transitions.

For the second decision, we use heuristics to combine the goals of exploring high-probability paths and ensuring the path diversity. Specifically, we construct an objective function $F_1$ shown in Equation 1. $F_1$ computes the tradeoff of path probability and path diversity using the weight $\alpha \in [0, 1]$. Users can configure $\alpha$ dependent on how important the two factors are for a specific application. The transition with the highest value of $F_1$ will be chosen from $UT$ to explore a new path.

In Equation 1, the first term measures the probability of the path for a transition $T$ in $UT$, where $pr$ is the branch probability for $T$, and $prob$ is the probability of the path that leads to the branch node of $T$. The higher value the first term results, the higher path probability $T$ leads to. The second term quantifies the degree of path diversity $T$ implies. Specifically, $br$ represents the number of branches along the path from the initial node to transition $T$ shared by the previously explored paths. A smaller value of $br$ indicates a shorter common prefix with explored paths, suggesting a higher path diversity.

To allow a unified measurement of the metrics independent of their units and ranges, we scale path diversity into a value between 0 and 1 by comparing it with the minimum ($br_{\min}$) and maximum ($br_{\max}$) number of branches computed for all the transitions in $UT$.

$$F_1 = \alpha \cdot pr \cdot prob + (1 - \alpha) \cdot \frac{br_{\max} - br}{br_{\max} - br_{\min}} \quad (1)$$

The path exploration in this phase terminates when the cumulative probability of all the explored paths reaches a coverage probability $cp$. Users can configure $cp$ for specific applications. The intuition for this stopping criterion is the 80-20 rule: programs typically spend 80% of the execution time within 20% of the code. Once $cp$ is reached, we say the most frequently executed scenarios are covered by the selected paths.
lect the outgoing transition that has the lower branch probability. At the same time, the other outgoing transition that has the higher branch probability is stored in the list \( UT^C \) for further considerations.

For the second decision of selecting a transition to start a new path, different heuristics can be used to explore paths that potentially expose different performance of interest. We focus on the best-case and worst-case execution times of a program in this paper. We construct two objective functions \( F_2 \) (for the best-case execution time) and \( F_3 \) (for the worst-case execution time), shown in Equation 2, to rank each unexplored transition \( T \) in \( UT^C \). We select the transition with the lowest rank as the starting point of the exploration of a new path with the goal of finding the transitions that most likely lead to the best-case and worst-case execution times.

Shown in Equation 2, \( F_2 \) and \( F_3 \) introduce the weights \( \beta \) and \( \gamma \in [0, 1] \) respectively to represent the tradeoff between path probability and path performance. Similar to \( F_1 \), path probability is defined using \( \beta \cdot pr \cdot prob \) and \( \gamma \cdot pr \cdot prob \). Path performance is measured by the number of instructions \( in \) along the path from the initial node to transition \( T \). A larger/smaller value of \( in \) indicates a worse/better performance. Here, the number of instructions is used as a metric for performance with the assumption that the performance of a path is approximately proportional to the number of instructions executed in the path (in the future, we plan to consider a more sophisticated performance model, e.g., incorporating weights for the instructions). Similar to path diversity, path performance is also scaled into a value between 0 and 1 by comparing it with the minimum \( (in_{min}) \) and maximum \( (in_{max}) \) number of instructions for the transitions in \( UT^C \).

\[
F_2 = \beta \cdot pr \cdot prob + (1 - \beta) \cdot \frac{in - in_{min}}{in_{max} - in_{min}} \quad (2)
\]

\[
F_3 = \gamma \cdot pr \cdot prob + (1 - \gamma) \cdot \frac{in - in_{min}}{in_{max} - in_{min}}
\]

The path exploration in this phase terminates when none of the \( l \) consecutive selected paths can expose the performance of interest, or no path can be further explored. To do so, we compare the real execution time of the path under consideration with the best-case and worst-case execution time obtained from previously explored paths. The intuition for this stopping criterion is that we seem to already find all the performance of interest as no performance of interest is exposed for a period of time.

### 3.2.3 Handling Loop Structures

Here our goal is to select a set of representative paths to expose the performance of interest related to loops while capturing the overall performance of loops.

To expose performance of interest, we aim to first select a path with the maximum number of loop iterations when encountering a loop during the path exploration. Thus, the first decision is made as follows: when a loop is encountered during the path exploration, it is unrolled by selecting the branch transition that keeps the path traversing the loop and its inner loops. In particular, for a branch node resulting from the loop condition, we will select the outgoing transition that can lead to the next loop iteration (i.e., selecting the true branch). For a branch node resulting from a conditional statement inside the loop, if either of the two out-going transitions breaks out from the loop (e.g., due to break statements), we will select the transition that keeps the exploration staying in the loop. For the branch nodes that are not relevant to the loop termination conditions, we will select the transition by the approach introduced in Section 3.2.1 and 3.2.2 depending on whether the exploration is in the first or second phase.

Meanwhile, the transitions that represent the unexplored false branch of loop conditions and the transitions that break out from the loop are stored in a list \( UT^L_i \) for further considerations. \( UT^L \) maintains the unexplored transitions of a loop for a set of designated loop iterations. Since a path may sequentially have \( r \) loops and each loop needs a list to store its unexplored transitions, we maintain \( \{ UT^L_i \mid 1 \leq i \leq r \} \).

To capture the overall performance of a loop, we need to select a set of paths that contain representative loop iterations. Thus, for the second decision, we select a set of transitions from \( UT^L_i \) (\( 1 \leq i \leq r \)) as the starting points of the exploration using two sampling-based heuristics: (1) we select the first transition (i.e., having the minimum loop iteration) and also every \( s \)-th transition in \( UT^L_i \); and (2) we select the transitions with the lowest and highest path probability. As a result, these heuristics explore loop paths with the minimum/maximum loop iterations and the lowest/highest path probability, and also explore other loop paths at intervals with respect to their loop iterations. \( s \) is the sampling interval, which can be tuned based on the time budget for performance analysis. For example, \( s \) could be set to a large value if the time budget is tight; in this case, less loop paths will be explored.

### 3.3 Path-Based Performance Modeling

A path may be infinite, and thus an exploration depth limit (i.e., the number of transitions executed) is usually set for a bounded symbolic execution [46]. When the limit is reached during our selective path exploration, the exploration of one path terminates. As a result, we obtain three types of paths: completed paths (i.e., paths that are completely explored), terminated paths (i.e., paths that are partially explored and terminated due to reaching the limit), and uncompleted paths (i.e., paths that are partially explored but not selected by Perf-Plotter). Among them, the completed and terminated paths are executed by testing to measure their real execution times.

Different from a completed path, a terminated path is actually a common prefix of a set of different paths. Therefore, executing such a path using different test inputs, we may get quite different execution times. In other words, the execution time of a terminated path is more volatile than that of a completed path. For this reason, we test each completed and terminated path by running the program respectively on \( d_1 \) and \( d_2 \) \((d_1 < d_2)\) number of test inputs and calculating the average of measured execution times. Here \( d_1 \) and \( d_2 \) are the testing size, which can be specified by users. These test inputs are randomly generated from the path condition by the constraint solvers in SPF [46].

We calculate the execution time of a path by amortizing the execution times from all the runs of the generated test inputs. Based on the data and the probabilities of paths, we construct a performance distribution as a histogram to present developers with a graphical representation for a more readily understandable performance of a program (see the example in Figure 1). In detail, we divide the entire range of the measured execution times into a series of intervals and then draw a rectangle for each path with its height proportional to the path probability and put the rectangle into the interval that the path performance falls into. By clicking on a rectangle, a pop-up window shows fine-grained performance indicators (i.e., path condition, path probability and executor
3.4 The Algorithm

Algorithm 1 shows the detailed procedure of our performance analysis. It takes program source code and the usage profile as inputs and reports a performance distribution \( \text{perfDist} \). The program source code contains the facts and experimental data used in our evaluation.

Algorithm 1: AnalyzePerformance

\[
\begin{align*}
\text{input} & : \text{program source code, usage profile} \\
\text{output} & : \text{perfDist} \\
1 & \text{phase} \leftarrow 1; \quad \text{// phase of the exploration} \\
2 & \text{stTran} \leftarrow \text{null}; \quad \text{// the starting transition} \\
3 & \text{transC} \leftarrow \{\}; \quad \text{// a list of unexplored transitions} \\
4 & \text{transL} \leftarrow \{\}; \quad \text{// a list of unexplored loop transitions} \\
5 & \text{ts} \leftarrow \{\}; \quad \text{// a list of selected transitions} \\
6 & \text{return} \\
7 & \text{repeat} \\
8 & \quad \text{pf} \leftarrow \text{ExplorePath}(\text{phase}, \text{stTran}, \text{transC}, \text{transL}); \\
9 & \quad \text{update perfDist with performance of the path pf}; \\
10 & \quad \text{ts} \leftarrow \text{ts} \cup \{\text{representatives from transL}\}; \\
11 & \quad \text{transL} \leftarrow \{\}; \\
12 & \quad \text{stTran} \leftarrow \text{ts}.\text{removeFirst}(); \\
13 & \quad \text{until stTran} = \text{null}; \\
14 & \quad \text{if phase} = 1 \text{ and stopping criterion 1 then} \\
15 & \quad \quad \text{phase} \leftarrow 2; \\
16 & \quad \quad \text{else if phase} = 2 \text{ and stopping criterion 2 then} \\
17 & \quad \quad \quad \text{return perfDist}; \\
18 & \quad \quad \text{if phase} = 1 \text{ then} \\
19 & \quad \quad \quad \quad \text{transC} \leftarrow \text{transC} \setminus \{\text{tran}\}; \\
20 & \quad \quad \quad \quad \text{ts} \leftarrow \text{ts} \cup \{\text{tran in transC that maximizes } F_1\}; \\
21 & \quad \quad \quad \quad \text{transC} \leftarrow \text{transC} \setminus \{\text{tran}\}; \\
22 & \quad \quad \quad \quad \text{ts} \leftarrow \text{ts} \cup \{\text{tran in transC that minimizes } F_2\}; \\
23 & \quad \quad \quad \quad \text{transC} \leftarrow \text{transC} \setminus \{\text{tran}\}; \\
24 & \quad \quad \quad \quad \text{ts} \leftarrow \text{ts} \cup \{\text{tran in transC that minimizes } F_3\}; \\
25 & \quad \quad \quad \quad \text{stTran} \leftarrow \text{ts}.\text{removeFirst}(); \\
26 & \quad \quad \text{until stTran} = \text{null}; \\
27 & \quad \text{return perfDist}; \\
28 & \end{align*}
\]

In the loop if feasible, and stores the other one in \( \text{transL} \) (i.e., \( \{UT^i_r \mid 1 \leq i \leq r\} \)) for further exploration (Line 5–7); otherwise, it selects a transition based on the specific heuristic of each phase, and stores the other one in \( \text{transC} \) (i.e., \( UT^C \)) for further exploration (Line 8–13). If the condition is from a loop structure, it selects the true transition if feasible, while stores the false one in \( \text{transL} \) for further exploration (Line 14–21). Whenever a new loop structure is encountered, an empty list is inserted into \( \text{transL} \) for storing its unexplored transitions (Line 16–17). The iteration stops if the path is completed or the exploration depth limit is reached (Line 23). Then, the algorithm obtains the execution time of the explored path by testing generated inputs (Line 24), and returns the performance distribution of the path (Line 25).

4. IMPLEMENTATION AND EVALUATION

We implemented PerfPlotter using Java based on the SPF infrastructure [46] and its probabilistic symbolic execution engine [22]. In PerfPlotter, we use Choco [45] to solve linear integer constraints and CORAL [8] to solve float-point constraints. We use LateE [18] to compute the probability of conditional branches related to linear integer constraints and integrate qCORAL [10, 9] to compute the probability of conditional branches related to float-point constraints. PerfPlotter is available at our website [3] with all the software artifacts and experimental data used in our evaluation.

4.1 Evaluation Setup

To evaluate whether PerfPlotter is effective and can compute meaningful performance distributions that highlight the performance of interest, we compared the performance distributions generated by PerfPlotter with the ones generated by the exhaustive symbolic execution (ESE) approach. In the ESE approach, we use symbolic execution to exhaustively explore all program paths and generate performance distribu-
tions by testing all these program paths. To evaluate whether PerfPlotter improves the prediction capability over a random testing (RT) approach, we compared PerfPlotter with a RT approach, where we generate performance distributions using a set of randomly generated test inputs. To evaluate if the heuristics used in PerfPlotter are effective in selecting the paths of interest, we compared PerfPlotter with the random symbolic execution (RSE) approach, where the two decisions for the path exploration (see Section 3.2) are made randomly. Note that, to make a fair comparison across these approaches, the RT and RSE approaches are enforced to run the same amount of time as PerfPlotter.

We selected the following software artifacts as our experimental subjects. Note that our implementation is dependent on SPF, and SPF is not yet able to handle large artifacts because of the challenges in symbolic execution (similar experience has been shown in other work [22, 20]). To the best of our knowledge, we have used all the largest and publicly available artifacts SPF can handle.

- **Quick Sort:** This program performs the quick sort on an array of size n. It contains n! feasible paths, and there is only one path that leads to the worst-case time complexity. The performance of this program depends on the choice of pivot, and we set the middle element as the pivot. We analyzed a version for n = 7 with 5,040 paths (the number is reported by the exhaustive symbolic execution approach).
- **Single Loops:** This program contains two single loops executed in sequence. The iterations of each loop depend on an input variable. We limited the two input variables to [1, 100]. This program contains a total of 10,000 paths.
- **Nested Loop:** This program contains a nested loop. The iterations of the inner and outer loop depend on two input variables. We limited the two input variables to [1, 30], which leads to a total of 900 paths.
- **TreeMap:** This program is the red-black tree implementation in the Java library. We analyzed the performance of a sequence of 5 calls to put and remove methods. The program has 0.6K lines of code with 3,840 paths.
- **Apollo:** Apollo Lunar Autopilot is a Java program automatically translated from a Simulink model [12]. The model is available from MathWorks [2]. It decides the transition between fire and coast states as well as the reaction jet to fire. It contains 2.6K lines of code with 2,110 paths.
- **CDx:** The CDx system [1] is a simulator for aircraft collision detection. The Detector module detects collisions according to the current and next positions of the aircrafts, which has 3.2K lines of code. We analyzed this module for 10 aircrafts, which leads to a total of 2,476 paths.
- **TSAFE:** Tactical Separation Assisted Flight Environment is designed by NASA and FAA to predict flight conflicts and alert air traffic controllers. We analyzed the Conformance Monitor module, which checks if a flight is conforming to the planned route and assigns or synthesizes a trajectory. This module has 4.0K lines of code with 1,289 paths.

In the evaluation, we assumed a uniform usage profile for all input variables. To configure PerfPlotter, we set the weights $\alpha$, $\beta$ and $\gamma$ to 0.5 and testing size $d_1$ and $d_2$ to 10 and 20 (see Section 3 for details of the parameters). We studied the settings of other three parameters in our experiments: $cp$, the coverage probability for stopping exploring high-probability paths; t, the number of consecutive paths executed but not exposing any best-case or worst-case execution times; and $s$, the sampling interval for selecting loop paths. We report our empirical results regarding these parameter settings in the following sections. We ran our experiments on a desktop with 3.50 GHz Intel Xeon E5-1650 v2 CPU and 16 GB RAM.

Our evaluation answers the following research questions:

- **RQ1:** Can PerfPlotter generate meaningful performance distributions that well capture the general trend of the actual performance distributions?
- **RQ2:** Can PerfPlotter expose the performance of interest with high coverage and low overhead?
- **RQ3:** Are the heuristics used in PerfPlotter effective in selecting the paths of interest?
- **RQ4:** What are the potential application scenarios of the generated performance distributions of PerfPlotter?

### 4.2 Performance Distributions (RQ1 and RQ3)

Figure 2 shows the generated performance distributions for the subject programs by the ESE, RT, RSE and PerfPlotter approaches. The X axis denotes the execution time, and the Y axis denotes the input probability (i.e., the cumulative probability of a set of paths whose execution time falls into an interval). For clarity, we compared the results of the approaches using the line charts. The histogram versions of performance distributions are available at our website [3].

The RT approach is expected to approximate the actual performance distributions generated by the ESE approach; however, Figure 2 shows that it greatly over-/under-approximated the probability for certain execution time intervals, e.g., [13.3, 14.8] for Quick Sort, [525, 555) for Nested Loop, [12500, 15000) for CDx, and [5250, 5500) for TSAFE. Besides, it falsely identified the execution time that most frequently occurs for Single Loops, Nested Loop, TreeMap, Apollo, and CDx. Such deviations are caused by the stochastic nature of the test input generation, where certain regions of the input domain might be densely sampled while others might be sparsely sampled. Moreover, the RT approach failed to capture the entire range of execution times for Apollo (i.e., the execution times larger than 25,000 nanoseconds), because the corresponding test inputs are hard to hit during random testing.

The RSE and PerfPlotter approaches are expected to generate similarly shaped performance distributions to the ESE approach because they sample a much smaller space of the input domain than the ESE approach. As shown in Figure 2, their cumulative probabilities for all inputs are less than the ESE approach. However, the RSE approach failed to capture the entire range of execution times (i.e., the worst execution times) for Single Loops, Nested Loop and TreeMap. This is because of the fact that random symbolic execution often tends to uncover shorter paths more easily than longer paths due to the stochastic nature especially when the program has deep paths. In addition, the RSE approach produced much less complete performance distributions than PerfPlotter for TreeMap, Apollo, CDx and TSAFE since it often fails to explore high-probability paths due to its stochastic nature.

Differently, Figure 2 demonstrates that PerfPlotter generated performance distributions that capture the entire range of execution times and the general trend of the actual one for all the programs. The curves generated by PerfPlotter have similar shapes as the ones generated by the ESE approach. Further, it better exposed the best-case and worst-case execution times than the RSE approach (see details in Section 4.3). It indicated that, by heuristically exploring high-probability
paths while seeking path diversity, we are able to capture performance characteristics for a variety of most frequently executed paths; and by heuristically exploring low-probability paths while considering path performance, we are able to expose corner cases hidden in less frequently executed paths.

Apart from the comparisons with the three approaches, we evaluated the configuration parameters of PerfPlotter and observed how different settings of \( cp, l \) and \( s \) could generate different performance distributions. In Figure 2 (a), (e), (g), (i) and (k), we compared the two performance distributions generated when \( l \) was fixed and \( cp \) was changed. Our finding is that, when the value of \( cp \) increases, the performance distribution becomes more complete and captures the general trend more effectively because more paths are explored in the first phase. Similarly, we fixed \( cp \) and changed \( l \) in Figure 2 (b), (f), (h), (j) and (l). We found that, with the increase of \( l \), the generated performance distributions are similar, but PerfPlotter can better expose the best-case and worst-case execution times. The reason is that a stricter stopping criterion for exploring low-probability paths is used as \( l \) increases, which is helpful for finding corner cases. Finally, we reported our experiments on different sampling intervals for the loops in Figure 2 (c) and (d). We observed that when \( s \) increases, a smaller subset of representative loop paths are selected; as a result, the performance distributions become less complete and capture the general trend of the actual performance distributions less effectively.

In summary, the experimental results in Figure 2 demonstrated that the RT and RSE approaches are not dependable to compute performance distributions, and their results may mislead users and developers about the performance of programs. It also showed that the heuristics used in PerfPlotter are effective in selecting paths of interest, and thus PerfPlotter can generate meaningful performance distributions that capture the general trend and entire range of execution times with a small set of test inputs.

### 4.3 Coverage and Overhead (RQ2 and RQ3)

Table 1 reports the comparison of PerfPlotter and the RT and RSE approaches on two metrics: the coverage for performance of interest and the time overhead used to generate the performance distributions. Under Subject and Approach, we provide involved software artifacts and approaches (with the setting of parameters for running PerfPlotter). Under Path, we report the percentage of the paths explored by the PerfPlotter and RSE approaches. This dimension is not analyzed for the RT approach because it is not path-based. Under Best-Case ET and Worst-Case ET, we show that among the top 10, 20 and 30 best-case or worst-case paths found by the ESE approach, the percentage of such paths that are explored by the PerfPlotter, RT and RSE approaches. In particular, for PerfPlotter, we provide further details: the number before and after "-" is respectively the percentage obtained during the first and second phase. Under Performance, we give the total time used for each approach under Total. For the PerfPlotter and RSE approaches, we distinguish the time for exploring paths under Exp and the time for running tests under Test. The performance is a relative measure and reports the percentage of the time of the ESE approach.

Table 1 indicates that the RT approach achieved the lowest coverage for the best-case and worst-case paths. In particular, for the larger artifacts (i.e., TreeMap, Apollo, CDx, and TSAFE), it almost failed to expose any best-case and worst-case paths. This is because, with the extremely large space of the input domain, random testing often fails to hit the corner cases hidden in the extremely low-probability paths.
The RSE approach achieved a higher coverage for the best-case and worst-case paths than the RT approach. In particular, for Single Loops, Nested Loop and TreeMap, it achieved a very high coverage for best-case paths but an extremely low coverage for worst-case paths, as illustrated in Figure 2 (c-f), since the RSE approach tends to uncover shorter paths more easily than longer paths due to its stochastic nature. However, when a program does not have relatively shorter paths as in the case of Quick Sort, TreeMap, CDx and TSAFE, the RSE approach has a similar coverage for the best-case and worst-case paths.

PerfPlotter obtained a higher coverage for the best-case and worst-case paths than the RSE approach on average, as illustrated in Figure 2. On average, the RSE and PerfPlotter approaches respectively found 41.9% and 52.7% of the top 30 best-case and worst-case paths by exploring 43.4% and 32.6% of the total paths within the same amount of time. This result also indicated the effectiveness of the heuristics used in PerfPlotter to select paths of interest. Besides, for the top 30, 20 and 10 best and worst cases, PerfPlotter had an increasing coverage, which demonstrated that it uncovers the best and worst cases with a good accuracy.

As $cp$ and $l$ increased in the case of Quick Sort, TreeMap, Apollo, CDx and TSAFE, the coverage for the best-case and worst-case paths also increased. This is because the first phase diversely explores more high-probability paths as $cp$ increases, and thus paves the way for the second phase; and the second phase applies a stricter stopping criterion as $l$ increases, and thus explores more paths of interest. We also found that, for these artifacts, most best-case and worst-case paths were exposed in the second phase. This result validates our assumption that corner cases like best-case and worst-case execution times likely occur in thelow-probability paths, and thus our path exploration in two phases is reasonable and effective.

As $s$ increased in the case of Single Loops and Nested Loop, PerfPlotter exposed less best-case and worst-case paths, as illustrated in Figure 2 (c-d). This is reasonable because PerfPlotter is selective and thus needs more computation time than the RSE approach. In the case of Quick Sort and TSAFE, the overhead for path exploration will be insignificant. Note that, we analyzed a version of Quick Sort that exposes smaller set of representative loop paths for exploration as $s$ increases. We found that, for these two loop programs, all the best and worst cases are uncovered in the first phase. The reason is that there are no other branches (except for loop conditions) in these two loop programs, and all the representative loop paths are designed to be explored together to capture the overall performance of loops.

In terms of performance overhead, Table 1 shows that, PerfPlotter took 36.7% of the total time of the ESE approach for exploring 27.0% of the total paths on average since the path exploration in PerfPlotter is selective and thus needs more computation time than the ESE approach. If the time for running tests is more dominant than that for path exploration, which is the case for most artifacts except for Quick Sort and TSAFE, PerfPlotter’s overhead for path exploration will be insignificant. Note that, we analyzed a version of Quick Sort for $n = 8$, the ESE approach ran out of memory, while PerfPlotter produced a similar distribution to Figure 2 (a) (here we omit the distribution but it is available at our website [3]).

In summary, our experimental data in Table 1 showed that,
PerfPlotter can find the best-case and worst-case paths that manifest the best-case and worst-case execution times with high coverage and low overhead by heuristically exploring a small set of program paths; and PerfPlotter is more accurate than the RT and RSE approaches and more time-efficient than the ESE approach to expose the performance of interest and generate performance distributions.

4.4 Application Scenarios (RQ4)

In this section, we report our experience of applying performance distributions generated by PerfPlotter in three typical scenarios: applying the performance distribution of a single version of a program to performance understanding, comparing the two performance distributions generated from the two versions of a program to bug validation, and comparing the performance distributions of functionally equivalent programs to algorithm selection.

Performance Understanding. From the performance distribution of a program, we can obtain various performance indicators such as best-case, worst-case, average, most-likely and least-likely execution time as well as the corresponding test inputs. These indicators, especially the ones whose values are out of expectation, can help reveal performance or even functional bugs. For example, the artifact CDx contains a divide-by-zero bug in method isInVoxel of class Reducer, reported by SPF. To fix this bug, we need to add an exception handling routine and either return true or false for the method. However, the code is complex and it is not straightforward on which value should be returned to fix the bug. We generated a performance distribution for the case we return true, and discovered that CDx had abnormal worst-case execution times that were extremely larger than the others (see Figure 2 (i)). By investigating the collected path conditions of those abnormal worst cases and running the generated corresponding test inputs, we found that all those worst cases executed the true branch we added for fixing the bug. That is, our fix was the cause of those abnormal worst cases. By closely looking into the code, we found that the bug is complex and just adding a return true statement is not sufficient to fix it. Thus, we have reported the bug to the authors.

Bug Validation. Fixing bugs that manifest for some inputs may slow down the executions for other inputs [40]. Thus it is very important to comprehensively validate if a bug fix will cause any performance regressions. The performance distributions generated by PerfPlotter before and after the bug fix can serve this purpose. Figure 3 (a) shows such performance distributions for a program that has a performance bug in a nested loop. The inner loop has a redundant and expensive computation that computes the same result in each iteration of the outer loop. Thus, the redundant computation can be moved to the outer loop so that it is computed only once in each iteration of the outer loop. This bug was a simplified version adapted from the example in [41]. From Figure 3 (a), we can observe that, by comparing buggy and fixed versions, PerfPlotter accurately captured the performance speedups as the ESE approach did: the worst case execution time sped up from 2250 ms to 1150 ms, the average execution time sped up from 1150 ms to 600 ms. Meanwhile, we also see that the probability of the most likely execution time increased. Note that PerfPlotter cannot validate the correctness of bug fixes, but it can provide some hints on how the bug fix can impact the performance of the program in general, from which, we then can determine whether the bug fix can be correct, as shown for the divide-by-zero bug in CDx.

It is our future work to apply difference algorithms [38] to paths so that we can track path-based performance regressions and locate their root cause in the source code.

Algorithm Selection. Developers often choose algorithms (e.g., sorting algorithms and data structures) randomly or by experiences, which may lead to performance problems [33, 50, 28]. The performance distributions generated by PerfPlotter can help visually compare the performance of different algorithms and hence facilitate the selection. Figure 3 (b) shows the performance distributions of quick sort, bubble sort and merge sort. Compared to using theoretical time complexity to compare algorithm performance, PerfPlotter can provide more fine-grained performance indicators, as we use the implementation details that often deviate from the theoretical time complexity. For example, both quick sort and bubble sort have the worst time complexity of $O(n^2)$, but PerfPlotter shows that quick sort’s worst case is faster than bubble sort’s by around 3 ms; similarly, the best time complexity of quick sort and merge sort is $O(n \log n)$, but PerfPlotter indicates that merge sort has a faster best case execution time than quick sort. This also indicates that the constant in algorithm analysis (using Big-O notation) really matters for performance analysis. By comparing their performance distributions, merge sort is a better choice than quick sort and bubble sort in this case. Note that another potential application is to apply PerfPlotter to configurable systems [52, 49] for predicting the performance under different configuration options and then helping select the optimal configuration.

4.5 Discussions

PerfPlotter is configurable via a set of parameters such as $cp$, $l$ and $s$. Our empirical results suggest that if a program contains paths that report high probability, we need to set $cp$ to a high value so that a sufficient number of high-probability paths are explored. As in the case of Apollo in Table 1, we set $cp$ as high as 0.6. Meanwhile, $l$ should be set to a large value, e.g., 190, so that the low-probability paths (which may have extremely small probability in such programs) could be sufficiently explored. If a program does not have paths of high-probability, $cp$ and $l$ should be set to a small value as in the case of Quick Sort. For $s$, it can be set to a small value, e.g., 1, if the time budget is loose; otherwise, it can be set to a large value but may reduce the coverage.

PerfPlotter has a few underlying assumptions, which may limit its application and threat its validity. First, we focus on sequential programs with integer and float-point inputs. We are extending PerfPlotter to support non-deterministic programs with the advances in probabilistic symbolic execution for such programs [36]. In addition, we can use SMC [37] to support path conditions over strings. To the best of our knowledge, there are no constraint solvers and model counters that
can handle mixed path conditions. One remedy is to split the path condition by domains, apply domain-specific tools, and merge their results. Second, we assume usage profiles can be provided by developers. In fact, such usage profiles can be inferred via formal specifications [23] or automatic extraction techniques [39]. Third, we do not consider the impact of running environments (e.g., workloads) on performance. As a result, the performance distributions might be different under different environments and thus be less useful. We leave it as the future work to model environmental parameters and use them directly during the symbolic execution to derive a parameterized performance distribution. Lastly, we assume the performance of a path is approximately proportional to the number of instructions executed in the path, which is similarly done in the literature (e.g., [59, 57]).

5. RELATED WORK

Instead of listing all related work, we focus on the most related ones: static and dynamic program analysis-based performance analysis, and probabilistic symbolic execution.

5.1 Static Analysis-Based Approaches

Burnim et al. [12] use symbolic execution to generate worst-case test inputs for large input sizes, and Zhang et al. [59] propose a directed symbolic execution to derive high-load test inputs. In addition, a large body of work analyzes the worst-case execution time for real-time and embedded systems [54]. These approaches all focus on the worst-case performance, while our framework also derives a performance distribution. Zhang [57] predicts the performance of a program in terms of some performance indicators as a weighted sum of the performance of all feasible program paths. This work is the closest to ours. However, their description is quite general, and exhaustive symbolic execution is used to explore all the paths; while our framework partially explores the paths to generate a performance distribution and expose corner cases.

Buse and Wimmer [13] predict the relative frequency of control flow paths by machine learning techniques. Differently, our framework uses probabilistic symbolic execution to get the absolute path frequency, which could be more accurate to construct the performance distribution. Gulwani et al. [26] compute an upper bound on the worst-case computational complexity for a program, while we generate a performance distribution of the actual execution times that can provide fine-grained performance indicators.

Chattopadhyay et al. [15] analyze the cache performance of real-time and embedded programs. They partition the input domain by path programs and compute the bound on cache misses of each path program by static invariant generation. Similarly, we also partition the input domain based on paths. Differently, we study execution time instead of cache misses, and explore paths heuristically rather than exhaustively.

5.2 Dynamic Analysis-Based Approaches

Several program profiling techniques (e.g., [4, 32, 19]) have been proposed to analyze execution traces of an instrumented program for predicting execution frequency of program paths and identifying hot paths. In contrast to our framework, these techniques need a larger number of executions to statistically cover the input domain for a high accuracy, and thus heavily rely on the given inputs. Moreover, our framework can automatically generate the test inputs by constraint solving.

Besides these path-sensitive profiling techniques, there has been some recent work on input-sensitive profiling techniques (e.g., [24, 56, 17]). They run an instrumented program with a set of different input sizes, measure the performance of each basic block, and fit a performance function with respect to input sizes. The accuracy of the performance function heavily relies on the chosen inputs, but our framework can automatically generate the test inputs. Moreover, different from their basic block profiling, we focus on paths because paths contain more information than individual basic blocks and path-based frequency can be more useful for developers to understand a program (see Ball et al. [5] for a detailed discussion).

Finally, some research efforts have been made on identifying the critical path of distributed systems [55, 7] and mobile applications [47, 58] by analyzing execution traces. Critical path analysis is often used to find performance bottlenecks and improve performance. They deal with non-deterministic programs, while we currently focuses on deterministic ones. We are trying to extend our framework for non-deterministic programs with the advances in probabilistic symbolic execution for non-deterministic programs [36]. In addition, these approaches identify the critical path, while our framework produces a performance distribution and exposes performance of interest with its probability of occurrence.

5.3 Probabilistic Symbolic Execution

Probabilistic symbolic execution [34, 22] has been recently proposed to support probabilistic analysis at the source code level. It has been applied to program understanding and debugging [22], reliability analysis [20], and quantification of information leaks [44]. Differently, we use probabilistic symbolic execution here for performance analysis.

For the scalable probabilistic symbolic execution, Sankaranarayanan et al. [48] propose to compute interval bounds on the probability from an adequate set of paths; and Filieri et al. [21] propose a statistical symbolic execution. Their purpose is to compute the path probability efficiently, while we use some performance-specific heuristics to partially explore the paths to generate a performance distribution.

Further, several advances have been made to quantify the solution space for constraints. Sankaranarayanan et al. [48] propose a volume computation technique to quantify the solution space for linear constraints over bounded integers and floats. Liu et al. [37] propose a model counter to quantify the solution space for constraints over unbounded strings. These approaches are all orthogonal to our framework, and we plan to integrate [37] to support path constraints over strings.

6. CONCLUSIONS

In this paper, we proposed the concept of performance distributions as well as a performance analysis framework PerfPlotter for automatically generating them. PerfPlotter applies probabilistic symbolic execution to perform a selective path exploration and generate meaningful performance distributions for programs. We have implemented PerfPlotter and experimentally demonstrated that, by exploring a small set of program paths, PerfPlotter can generate the performance distribution that captures the general trend of the actual one and exposes the performance of interest with high coverage and low overhead; and such performance distributions can be useful in performance understanding, bug validation and algorithm selection. In the future, we plan to extend our framework to detect performance bugs [27, 45] and understand other aspects of software qualities (e.g., energy).
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